
Multlcs Technlcal Bui letln "1TB-229 

Toi Olstrlbutlon 

Froma T. H. Van Vleck, Blll Sliver 

Oates October 8, 1975 

Sublect: Use of Demountable Loglcal Volumes 

llilBQ OU Cll!l.t! 

Thls memorandum dlscusses the use of demountable toglcat 
volumes ln the new storage system. MTB-110 <Implementatlon of 
Proposed New Storage System) descrlbes how, ln the new storage 
system, the Multlcs hlerarchv ls dlvlded into ~k.A! ~~m~. 
that may conslst of part of a physlcaf volu~e, or several 
physical volumes. A physlcat volume may contain storage for only 
one logical volume. All physical volumes that comprise a log1ca1 
volume must be mounted or demounted at the same time. Thus a 
logical volume may not be partially mounted. Loqlcal volumes can 
be mounted or demounted while the system ls runnlng. 

A special logical volume, the Root Loglcal Volume <RLVl, 
cannot be demounted. Except during the booting the system al I of 
the packs that make up the RLV are mounted. The RLV corresponds 
to the Multics storage system as we know lt today. It ls ln the 
use of logical volumes other than the RLV that the new storage 
system provides new user lnterfaces. Thls me~orandum presents an 
overvlew of several new concepts that are lnvol~ed with the use 
of demountable logical volumes. Future MTBs wll I be published 
that discuss these new concepts ln detail. The main new conceots 
are: 

reglstratlon of loglcal volumes 

master directories 

mounting loglcal volumes 

The reglstratlon of volumes ls a concept ttat has been 
discussed before, for example in MTB-076 CThe Tape Mount 
Package). The registration of tape reels and disk packs ls 
planned as a future extension to the Resource Control Package 
CRCPl. The use of logical volumes In the new storage system 
reQuires that the mechanism for reglsterlng·t~ese loglcal volumes 
be impJemented now. 
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The reglstratlon of a logical volume lmplles that the system ~ 
malntaln data about thls logical volume. Thls data wlll be kept 
ln a flle called the i5l.91ka.1 ~g,!ynu: E~.9.i~ca.1J~D E.LLit (LVRF>. An 
entry ln the LVRF wltl be malntalned for each logical volume. 
The LVRF wll I be located ln some permanent system directory that 
ls on the RLV. The LVRF wlll have rlng brackets of 1, 1, 1· 
Access to the LVRF wlll be R~g for all users and ~ad-Wtl!.t for 
those privileged users that may act as volume I lbrarlans. 

All of the data needed to malntaln the dlrectorles or a 
logical volume and all of tne data needea to mount a toglcal 
volume wlll be kept dlrecttv or indirectly ln tre LVRF entry for 
the logical volume. Thls data lncludesl 

A list of the physical packs that comorlse this logical 
volume. Also, for each pack, information needed to 
mount the pack wlll be kept. 

The pathname of the Master Olrectory Control Flle that 
ls used to maintain the dlrectorles on thls logical 
volume. Master directory control flies are discussed 
in the next section. 

The pathname of an Access Control Segment that controls 
~ccess to the logical volume. 

Oefault access to thls logical volume when no Access 
Control Segment ls available. 

Information about t~e owner of the logical volume. 

The concept of Access Control Segments <ACS) was Introduced 
ln MTB-184 <The Resource Control Package). An ACS ls a zero 
length segment whose ACL ls used to control access to some 
resource. In thls case the resource ls a logical volume. The 
oathname of the ACS for a logical volume ls soeclf ied by the 
owner of the logical volume during volume reglstratlon. It can 
be changed only by volume llbrarlans. The location and ring 
brackets of the ACS are entirely under the control of the owner 
of the logical volume. T~e owner of t~e logical volume ls 
responsible for creating the ACS, creating any finks to lt, and 
setting the ACL to appropriately control access to the logical 
volume. 

Regular ACL commands can be used to s~t the ACL of a loglcat 
volume. The access modes RE1t wltl be interpreted ln ring 1, 
however, and they have somewhat dlf ferent meanings for logical 
volumes& 
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RW <Read/Wrlte> access ls needed to mount a loglcat 
volume 

E <Execut 1 ve> acce 5S ls needed to set user Quota on a 
logical volume. 

In the new storage svstem all segments contained ln the same 
dlrectory must be placed ln the same logical volume. When a 
directory ls created, it normally lnherlts the "sons_lvid" Item 
from Its parent directory. A directory whose "sons_lvld" ls 
different from its parent is called a .m.a~.e.c ~1~.!ll:~· Thus a 
master directory ls a directory whose sons reside on a loglc~I 
volume that ls different from the logical volume that holds the 
segments of the master dlrectory•s parent. Master directories 
provide the mechanism for placing a plece of the hierarchy on a 
demountable loglcal volume. 

To create a master directory new control arguments must be 
used wlth the create_dlr command. These arguments specify the 
name of the logical voJume that the master directory wil I reside 
on and a Quota value. Thls lnformation ls passed to a new rlng 1 
subsystem caJted ~.at: Q~~1.su::.~ t~n1.cgl <MOCl. MOC checks 
access to the logical vot~me and checks ouota on the logical 
volume before calling ring a to actually create tre directory. 
An adaltlonal prlvlleged cal I ls maae to the hardcore to set the 
sons_lvid to that of the specified logical volume. In order to 
create a master directory a user must have t~e fol lowing access I 

The 
function 
lt will 
there to 
which ls 
logical 
to allolll 

SHA access to the parent directory. This, of course, 
ls checked in ring o. 

RH access to the logical volume on which the master 
dlrectory wlll reside. This check ls made by MOC ln 
ring 1· Thls access ls obtained from the registration 
data for this toglcal volume. If possible lt ls taken 
from the ACS for thls logical volume. If no ACS ls 
available lt ls taken from the default access soeclfied 
ln the LVRF entry for this logical volume. 

Sufficient quota on the logical volume for this master 
directory. 

control of Quota ln a logical volume ls the IT'aln 
of MOC. Because a disk pack contains so many records, 

be normal for packs to be sharea by many users, and for 
be many master dlrectorles for a logical volume, eac~ of 
the root of a (possibly large> subtree. The owner of a 
volume will be provldeo with the resource-control tools 
hlm to measure and control the usage of a oack. 
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The owner of a logical volume nas this control by being able 
the soeclfy whlch users have "E ... access to t~e logical votume. 
Users that have "E" access to a logical volume may act as 
•executives" for the loglcal volume. An exec~tlve for a logical 
volume can specify the total 1uota al lowed on the logical volume 
for each user and thus can specify whlch users may create master 
dlrectorles on the toglcae volume. 

The Quota and master directory lnformatlon for each logical 
volume ls malntalned in a flle called a tta.s.!JU: .Dl!:.Jl~1m::~ ~.201Ci2l 
E..l!~ fMOCF>. There ls one MOCF for each logical votume. It ls 
created by HOC when the logical volume is registered. MOCFs are 
created ln some permanent system directory that ls on that RLV. 

Each MOCF contains two sections. The first sectlon ls a 
fist of the users that have quota on the logical volume. Both 
the total Quota allowed for a user and the Quota that has already 
been used are kept. These values are checked and updated wher a 
master directory ls created. The second section ls a list of the 
master dlrectorles that exist on the logical volume. The UIO 
pathname, creator name, and quota ls kept for each master 
directory. Once a directory ls created it ls almost completely 
like a non-master directory except that Quota moves must be 
between dlrectorles wlth the same sons_lvld. 

When a master directory for a logical volume 1s deleted. the 
call is once agaln intercepted by MOC, whlch forwards the call to 
the hardcore. The HOCF second section ls updated to show that 
the master directory has been deleted, and the tlme-record 
product for the directory ls saved until the end of the 
accounting period when the master directory entry ls deleted. 
Volume executives may cat I MOC at any time to tlst the 
Information about deleted dlrectorles. The dynamic usage 
information ls kept in the quota cetls for the directories whose 
sons go on the logical volume, and so a figure accurate to the 
page-second can be obtained by a program which walks each subtree 
beginning at a master directory and does not Include master 
directories for other logical volumes. Toots to do this will be 
constructed from the currert system•s dlsk Quota accounting 
programs. 

Users will see only a few interface charges. New options 
for the create_dlrectory command wllt be provided. Rlng 1 
entries to MOC for creatirg, deleting, and listing master 
dlrectorles wlll be provided. A new error code wlll be returned 
for hcs_$Quota_move and hcs_Sdelentry_flle lf an lflegaf 
operation on a master directory ls attempted. F1nally 9 a new 
command wlll be provided so that a user may interrogate "~ls" 

entries ln the MOCF for a logical volume, to see if he can create 
a master directory 9 etc. 
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This Quota check ls made bV HOC in ring 1. 

In order to initiate a segment that resides on a logical 
volume the logical volume, 1.e., all of its ptivslcal Packs, rr-ust 
be mounted. Also, each ph-,sical pack must be made useable for 
paging by being ~JW~.&.si Into the PVT via a call the ring o. 
HTB-213 (NSS DISK DEFINITION, describes this process in more 
detail, and explains how permanent volumes are mounted 
automatically when the system ls started up. 

For demountable logical volumes it ls not feasible to 
provide demand mounting at segment fault time. Thus the mounting 
of a logical volume must be the resuJt of an explicit mount 
reQuest. The basic rule for using logical volumes ls& 

In order to Initiate a segment that resides on a 
logical volume a user must have previouslv Issued an 
explicit request to mount that logical volume. 

This rule imptles that a logical volume may be mounted for 
more than one user at a time. A new RCP command and interface 
wlll be provided to "mount" logical volumes. This command wlll 
mount the same loglcal volume for ~ultlple users at the same 
time. When a user mounts a logical volume, tte IO of the logical 
volume ls listed in some per-orocess ring O data bas~ (probably 
the KST>. If a user attempts to inltlate a segment that resides· 
on a logical volume not Jlsted ln his KST, the lnltiate will fall 
wlth a "logical Volume not Mounted• error. This ls true even lf 
the logical volume ls already physlcattv mountec and accepted for 
paging. Thls rule has two lmcortant and useful lmpllcatlons. 

The mounted/dismounted status of a segment beco~es 

deterministic withir a process. 

The costs of the resources (dlsk drives> used by the 
logical volume can be distributed among all of the user 
that have concurrently mounted the toglcal volume. 

A logical volume ls a new type of resource known to RCP. 
Logical volumes have characteristics that make deallng with them 
Quite different from devlce resources. The rute for mounting a 
logical volume described above implies that the operation of 
mounting a logical volume ls quite different from the operation 
of mountlng a tape. Compare the RCP scenarios for these two 
tyoes of mounts• 
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For a tape mounts 

Check to 
mounted 
error. 

see lf the speclfled tape volume ls already 
for any process. If lt is ttien return witr an 

Assign a tape device to the reQuestlng process. The 
user must have access to some appropriate tape device. 
This access ls obtalned from the ACS for each device. 

Mount the speclfled tape volume. Access to the 
reel would be checked and the label verified. 
access checking operations are not done no•. 

taoe 
Trese 

Complete the attachment to the tape device for the 
reQuestlng process. 

For a logical volume mountl 

Check to see if the specified logical volume ls already 
mounted for the requesting process. If lt ls then 
return with cw. error. 

Check to see if the caller has the required access to 
mount the logical volume. A user must have RW access 
to the logical volume as specified in the LVRF and ACS 
for this logical volume. 

Check to see lf the logical volume ls already mounted 
for any process. If lt ls make this logical volume 
known for thls process by calling into ring O to list 
this logical votume ln the KST. RCP wlJ I add this 
process to a list of processes that have mounted this 
logical volume. This successfully comoletes the mount 
for this process. 

If the logical volume ls not mounted for any process 
then RCP will mount it. RCP will physically mount each 
pack that comprises this logical volume. RCP witJ 
assign an appropriate disk device for each pack. It 
wll I mount the pack on the drive. It will make the 
oack useable for paging by having it acceoted in rlng 
o. If any packs of the logical volume cannot be 
mounted then the mount of the logical volume will fall. 

Not only ls the concept of mounting different for a logical 
volume, but also the algorithm for assignment of the packs and 
d 1 s k d r 1 v es u s e d by a I o g 1 c a I v o I um e i s d 1 ff er en t f r om t he 
assignment of a disk drive for use as an I/O dlsk. The olsk 
drlves used by a mounted logical volume are not assigned to any 
process. They are assigned to the "storage system". The user 
whose mount reQuest results ln the actual mounting of the 
physical packs of the logical volume ls Just involved lf' an 
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accident of fate. It is the fact trat all user requests to mount 
a loglcal volume look the same to the user that makes the 
mounted/dlsmountea state of a logical volume determlnlstlc. 

A new RCP command and interface wlll be provided to 
"demount• a loglcal volume. Oe•ountlng a logical volume involves 
the following steps for RCPI 

Remove the logical volume name from the ring O llst of 
loglcal volumes mounteo for thls process. 

Remove this process from the llst of process that ~ave 

mou~ted this logical voJume. 

If the demount for the toglcal volume for thls process 
results In no process having the logical volume mounted 
then the logical volume wlll be p~yslcatly demounted. 

To physically demourt a logical volume RC? wlll call 
ring o to disable paging on all t~e physical Packs of 
the logical volume. RCP wlll then unassign alt of the 
disk devices used by this logical volume. 

In order to provlde complete security for new storage system 
volumes, a label checking mechanism wlll be provided during the 
mounting of both storage system packs and I/O packs. The label 
of every pack mounted wil I be checked. For storage system 
volumes, obviously, the volume label must be co~pletely correct. 
In addition, ln order to prevent a user from mounting an I/O pack 
and writing a counterfeit label on lt, ln the rope that some 
future operator error will cause the pack to be mounted instead 
of a storage system pack, we will put Information ln the label of 
each storage system pack that is onJy known to RCP. We will also 
require that any IIO pack ~hlch is mounted will have lts label 
record read. If the label looks like a valid label, and the 
label cfaims that the volume ~ounted ls not t~e volume requested, 
then the volume wllt not be mounted. This check Insures that an 
operator cannot accidentaltv mount a storage system pack as an 
I/O pack; and thus protects the storage system from destruction. 
Special functions, such as pack inltializatlon, and privileged 
users, such as the volume librarian, may bypass this check. 

The system•s charging tools will not c~arge for storage on 
demountable packs by the same method used for permanent storage. 
Permanent storage will continue to be control lee by quota and 
charged for by the page-second. For demountable storage, the 
system wlfl charge for the number of minutes that the pack was 
mounted, Just as ls done for tapes and for I/O packs. <This 
facility may not be available ln the lnltiat release.> Since 
storage system packs are shared, the system wll I charge each of 
the users that have mounted a logical volume an equal fraction of 
the total per-minute rate. 
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Olrectorles for segments on a private pack wll I have auota 
and time-page-products Just I ike other directories, but since 
these data refer to a share of a different resource they cannot 
be added to the Quota or time-page-product data for segments on 
the svstem•s permanent storage. The owner of a pack wlf I be able 
to determine the total time-page-product usa~e of storage on hls 
pack, so that he can "retail" storage space to other users. 

The eventual plan for the development of RCP includes a 
resource-reservation faclllty that ~lfl allow a user to negotiate 
with the svstem for future avs12abl llty of specif lee combinations 
of resources. Since the number of free dlsk drives at a site ls 
likely to be reJatlvely small and competltlon for them severe, we 
may need to implement interim measures such as time I lmits on the 
duration of a mount and special RCP policies ln order to permit 
installations to make the most effective use of their oisk 
dr!ves. 


